
may also explain the larger extent of quiet Sun spicules1,2 where p-
mode power and granular flows are stronger by up to 50% and
magnetic fields are more inclined owing to the presence of opposite
polarity24,25.

A natural consequence of our model is that the quasi-periodic
shocks driving the spicules propagate upwards into the low corona,
where they may lead to intensity oscillations with properties that are
similar to those of longitudinal oscillations observed by TRACE26 in
1 MK coronal loops27. A
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Since the discovery of superconductivity at elevated temperatures
in the copper oxide materials1 there has been a considerable
effort to find universal trends and correlations amongst physical
quantities, as a clue to the origin of the superconductivity. One of
the earliest patterns that emerged was the linear scaling of the
superfluid density (r s) with the superconducting transition
temperature (T c), which marks the onset of phase coherence.
This is referred to as the Uemura relation2, and it works
reasonably well for the underdoped materials. It does not,
however, describe optimally doped (where T c is a maximum)
or overdoped materials3. Similarly, an attempt to scale the super-
fluid density with the d.c. conductivity (jdc) was only partially
successful4. Here we report a simple scaling relation (r s / jdcTc,
with jdc measured at approximately T c) that holds for all tested
high-T c materials. It holds regardless of doping level, nature of
dopant (electrons versus holes), crystal structure and type of
disorder5, and direction (parallel or perpendicular to the copper–
oxygen planes).

We first demonstrate scaling for the a–b plane (that is, parallel
to the copper–oxygen planes) properties6–12 of single- and double-
layer copper oxide materials (Supplementary Table 1), as well as for
the conventional metals13,14 Nb and Pb (elemental superconductors
with relatively high values of T c). The values for r s and jdc are
obtained simultaneously from studies of the reflectance of these
materials. The results for the scaling relation are shown on a log–log
plot in Fig. 1. The dashed line is a linear fit to the data, while
the dotted lines form what are effectively an upper and lower bound
for the data; this is described by r s ¼ (120 ^ 25)jdc T c (where r s is
in cm22, jdc is in Q21 cm21, and T c is in K). The remarkable result
contained in this plot is that within error all of these points fall
onto a single line with a slope of unity. This is significant, as the
optimally and overdoped materials, which fall well off of the
Uemura plot, now scale with the underdoped materials onto a
single line.

We also searched for scaling relations along the poorly conduct-
ing c axis, where the charge transport is thought to be incoherent15.
Previous work focused on scaling between r s and jdc only16,17.
Whereas this approach yields good results for the underdoped
materials, in a fashion reminiscent of the Uemura plot, significant
deviations from linearity are encountered for optimally and over-
doped materials; this was thought to signal the onset of more
conventional three-dimensional behaviour. Figure 2 demonstrates
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that the c-axis data11,17–20 for all of the single and double-
layer materials (Supplementary Table 2) are again well described
by a line with slope of unity. What is perhaps most remarkable is
that the a–b-plane and c-axis results may all be described by
the same universal line shown in Fig. 2, even though the two
results correspond to very different ranges of r s. The combined
data span nearly five orders of magnitude, from the insulating
behaviour along the c axis in the underdoped systems, to the
metallic behaviour in the a–b planes of the overdoped copper
oxides.

The scaling relation for the a–b planes can be interpreted in a
number of different ways. One of the most direct is the assumption
that all of the spectral weight (the area obtained from the integral of
the optical conductivity) associated with the free-carriers of the
normal state (nn) collapses into the superconducting condensate21

(n s ; nn) below T c. Allowing that the low-frequency conductivity
at T < T c can be described by the simple Drude theory for a metal,

j1(q) ¼ jdc/(1 þ q2t2) (where q is frequency), which has the
shape of a lorentzian centred at zero frequency with a width at
half-maximum given by the scattering rate 1/t, the area under
this curve may be approximated simply as j dc/t. Transport
measurements for the copper oxides22 suggest that 1/t near the
transition scales linearly with T c, so the strength of the condensate
is just r s / jdc T c, in agreement with the observed scaling relation.
This result requires that these materials approach the clean limit
(1/t ,, 2D, where 2D is the superconducting energy gap).

However, this approach cannot be applied to the properties along
the c axis, because it is generally conceded that transport in this
direction is incoherent, and therefore hopping rather than scatter-
ing governs the physics15. The quasi-two-dimensional nature of the
copper oxides, which often includes a semiconducting or activated
response of the resistivity along the c axis, has motivated the
description of the superconductivity in this direction in terms of
a Josephson-coupling picture16,17,23–26. The c-axis penetration depth
l is then determined by the Josephson current density J c and is
l 2 ¼ �c2/8pdeJ c, where J c ¼ (pD/2eRn)tanh(D/2kBT), d is the
separation between the planes, and Rn ¼ d/jdc is the normal-state
tunnelling resistance24. There is convincing evidence that the energy
gap in the copper oxides is d-wave in nature, containing nodes at the
Fermi surface27,28, making the determination of J c difficult. How-
ever, if the coupling between the planes originates at the (0,p), (p,0)
points29 where the gap is a maximum, D0, then we can approximate
D < D0. Furthermore, if D0 /Tc, then Jc /Tc=Rn and rs / jdcTc,
which yields the observed scaling behaviour in the c-axis direction.
Despite the different nature of the transport properties parallel and
perpendicular to the a–b planes, the universal scaling pertaining to
both directions is an unusual and surprising result that should
provide new insights into the origins of the superconductivity in
these materials. A

Figure 1 Plot of the superfluid density (rs) versus the product of the d.c. conductivity

(jdc) and the superconducting transition temperature (Tc) for a variety of copper oxides and

some simple metals. (jdc is measured just above the transition, and parallel to the

copper–oxygen (a–b) planes; data are shown on a log–log plot; see Supplementary

Table 1 for details, including errors.) The values for jdc and rs are obtained from optical

measurements of the reflectance. The reflectance is a complex quantity consisting of an

amplitude and a phase; in an experiment only the amplitude is usually measured.

However, if the reflectance is measured over a wide frequency range, the Kramers–

Kronig relation may be used to obtain the phase. Once the complex reflectance is

known, then other complex optical functions may be calculated (for example, the

dielectric function or the conductivity). The jdc used in this scaling relation has been

extrapolated from the real part of the optical conductivity jdc ¼ j1(q ! 0) at T < Tc.

For T ,, Tc, the response of the dielectric function to the formation of a condensate is

expressed purely by the real part, e1(q) ¼ e1 2 qps
2 /q 2, which allows the

superconducting plasma frequency qps to be calculated from qps
2 ¼ 2q 2e1(q) in the

q ! 0 limit, where qps
2 ¼ 4pn se

2/m* is proportional to the number of carriers in the

condensate. The strength of the condensate (rs) is simply rs ; qps
2 . The dashed and

dotted lines are described by rs ¼ (120 ^ 25)jdcTc. Within error, all the data for the

copper oxides are described by the dashed line. The data for the conventional

superconductors Nb and Pb, indicated by the atomic symbols within the circles, lie

slightly above the dashed line.

Figure 2 As Fig. 1 but for copper oxides only, and including data for the poorly conducting

c axis. The values for rs and jdc are obtained from optical measurements, as described in

Fig. 1 legend. In addition to the published results, new data are also included for

HgBa2CuO4þd and La22xSrxCuO4. Within error, all of the data fall on the same universal

(dashed) line with slope of unity, defined by rs ¼ 120jdcTc; the dotted lines are from

rs ¼ (120 ^ 25)jdcTc. See Supplementary Table 2 for details, including errors.
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The quest for higher data density in information storage is
motivating investigations into approaches for manipulating
magnetization by means other than magnetic fields. This is
evidenced by the recent boom in magnetoelectronics and ‘spin-
tronics’1, where phenomena such as carrier effects in magnetic
semiconductors2 and high-correlation effects in colossal magneto-
resistive compounds3 are studied for their device potential. The
linear magnetoelectric effect—the induction of polarization by a
magnetic field and of magnetization by an electric field—provides
another route for linking magnetic and electric properties. It was
recently discovered that composite materials and magnetic ferro-
electrics exhibit magnetoelectric effects that exceed previously
known effects4,5 by orders of magnitude6–10, with the potential to
trigger magnetic or electric phase transitions. Here we report a
system whose magnetic phase can be controlled by an external
electric field: ferromagnetic ordering in hexagonal HoMnO3 is
reversibly switched on and off by the applied field via magneto-
electric interactions. We monitor this process using magneto-
optical techniques and reveal its microscopic origin by neutron
and X-ray diffraction. From our results, we identify basic
requirements for other candidate materials to exhibit magneto-
electric phase control.

Hexagonal HoMnO3 displays ferroelectric ordering at Curie
temperature TC ¼ 875 K (ref. 11), antiferromagnetic Mn3þ order-
ing at Néel temperature TN ¼ 75 K (ref. 12), and magnetic Ho3þ

ordering at THo ¼ 4.6 K (ref. 13). The ferroelectric phase possesses
P63cm symmetry and a polarization Pz ¼ 5.6 mC cm22 (ref. 11)
along the hexagonal z axis. Figure 1 shows that it is made up by three
magnetic sublattices with Mn3þ (3d3) ions at 6c positions and Ho3þ

(4f10) ions at 2a and 4b positions14. Anisotropy confines the Mn3þ

spins to the basal x–y plane where frustration leads to four possible
triangular antiferromagnetic structures12,15. In contrast, the Ho3þ

sublattices are assumed to order Ising-like along z showing anti-
ferromagnetism or ferri-/ferromagnetism according to Table 1.

Magnetic Mn3þ ordering was monitored by optical second
harmonic generation (SHG) as detailed elsewhere12,15: Light at
frequency q is incident on a crystal, inducing an electromagnetic
polarization at frequency 2q, which acts as source for a SHG light
wave emitted from the crystal. The magnetic symmetry determines
the polarization P(2q) of the SHG wave relative to that of the
fundamental wave at q, so that in turn P(2q) reveals the underlying
arrangement of Mn3þ spins. The relation between SHG polarization
and Mn3þ ordering is tabulated elsewhere12,15. Magnetic Ho3þ

ordering was monitored by neutron powder diffraction and optical
Faraday rotation, that is, the rotation F / B of the plane of
polarization of linearly polarized light by the magnetic field B in a
transmission measurement. The microscopic mechanisms driving
magnetoelectric phase control were revealed by neutron and X-ray
powder diffraction.

Optical measurements were performed at the MBI on flux-
grown, polished, z-oriented HoMnO3 platelets (,50 mm thick)
using previously described transmission set-ups15,16. The static
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